JOURNAL OF SCIENCE AND ARTS

Journal of Science and Arts 1(2009), 71-75
Valahia University of Targoviste

A PROBLEM IN NONLINEAR OPTIMIZATION

NECULAE VORNICESCU
Technical University Cluj-Napoca, 15 Constantin Daicoviciu Str., 400020 Cluj - Napoca, Romania,
e-mail: neculae.vornicescu@math.utcluj.ro

In [4], Ragget, Hempson and Jakes solved the following problem called “A student optimal
control problem”
P1
miny | a;x?
subject toY ", bix; =S, ;>0
for given S > 0,a; > 0,b; >0,i=1,2,....n

In [3], Muntean, Vornicescu added restrictions z; < B, with B > 0.

In [6] Vornicescu considered the continuous case:
P2

min fo u?(t )dt
subject to fo u(t)dt =S, u € C[0,1] and 0 < u(t) < B for t € [0, 1],
for given posmve functlons a,b € C[0,1] and for given B, S > 0.

In this paper is considered the following case:
P3

min fol ( )dt m > 1
subject to fO u(t)dt =S, v € C[0,1] and 0 < u(t) < B for t € [0,1], (1)
for given pos1t1ve functlons a,b € C[0,1] and for given B,S > 0.

Remark that the problem cannot be solved using the classical methods of the calculus of
variations.

A function u : [0,1] — R is said to be an admissible strategy for the problem P3 if it
verifies conditions (1).

For an admissible strategy u, let us denote J[u fo

An admissible strategy u* is said to be an optlmal strategy for P3 if for each admissible
strategy u we have J[u*] < J[u].

An admissible strategy u* is said to be a locally optimal strategy for P3 if there exists
d > 0 such that, if u is an admissible strategy verifying max{|u(t) — u*(¢)| : ¢[0, 1]} < §, then
Ju*] < Jlul.

We need to consider four cases discussed in Propositions 1, 2, 3 and in Theorem 1.

Proposﬂnon 1. If ﬁ > fo t)dt, then the Problem P3 has no solution.

Proof. fo )dt <B fo t)dt< S for each function u verifying conditions (1).

Proposﬂzlon 2. It S fo t)dt, then the unique admissible strategy is u = B.
The proof is straightforward
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Proposition 3. If

%g min{a T (9777 (s), 500,11} [0 (08 () /0 b,

then the optimal strategy is

and
1 —m+1
Jut] = 5™ < / b%(t)am‘—fl(t)dt>
0
Proof. Function u* is easily seen to be an admissible strategy.
Let u be an arbitrary admissible strategy. Using Holder’s inequality with p = m and
q = "5 we obtain
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S = /01 am ()u(t) - a”m (H)b(t)dt < </01 a(t)um(t)dt>

—m-+1

whence J[u] > S™ (fol a_ﬁ(t)b%(t)ds>

m —m+1
From J[u*] = S™ (fol a”meT (t)bm—1 (t)ds) , we obtain that u* is the optimal strategy.
It remains to study the case when

1

min{a7 (s)b~ 71 (s), 5[0, 1]} /O a~ w5 (4)bA (H)dt < % < /0 b(t)dt 2)

which is in fact the main case.

In this case we obtain a characterization of locally optimal strategy using the variation
of the functional .J.

Before giving the main result (Theorem 1), we need to prove the following lemma.

Lemma 1. If u* is a locally optimal strategy for problem P3 and if there exist ¢, € (0,1)
such that

a(t)b™ (t1) (u*) ™ (t) < alta)b™" (b2) (w)™ (t2), (3)

then u*(¢;) = B.
Proof. Suppose, contrary to our claim, that u*(¢;) < B.
There exists a > 0 such that

[tl — Ot,tl + OZ] C [0, 1],

[tg—a,t2+a] C [0,1] 4
[ —a,ti+0a] Ut —a,ts+a] = @ (4)
a(c)b™ (e2) (u )™ Her) < ales)b™" (ea) (w*)™ (c3)

for all ¢, co € [t; — o, t1 + @, c3,¢4 € .[ta — , ts + @
Let us denote

P = /t M b 0? — (£ — 1)t

1—a
to+ta

Q = /t b()[o? — (t — 1) dt.

2—Q
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By applying the mean value theorem, we obtain that there exist ¢y € [t] — a, 1 + ], ¢4 €
[ta — a, ty + ] such that

4
P = ga?’b(cz),
Q = §a3b(c4).

Let €o> 0 be sufficiently small such that for 0 < ¢ <gq we have:

ut (1) + %[2 —(t—t)<B forte€lt—at +al

wt(t) — %[2 —(t—12)] >0 fort€[ts—a,ts+al.

For 0 < & <gq the function u,. : [0, 1] — [0, 1], defined by

w* (1), 1€ [0, 1\([t — antr + ] U [ts — as ta + @)
{ U*(t) P[Oé — (t - t1)2], t e [tl — Oé,tl +Oé]
u*(t) -

ue(t) = 2

glo® = (t—t)*, tefts —a,ta +a

is an admissible strategy for the problem P3.

We define the function L : [0,0] = R, L(¢) = fol a(t)u(t)dt. We have

KiEmmuw+/m%U (W)z

re =

=m (% /tltia a(®)u™ () (® — (t — t,)*)dt — = /tm Yt)(a? — (t — t2)2)dt>
and El_i}r& e —
m(%LiﬂwmmW%mﬁ—u—m%m—éLiﬂwmmW%mﬁ—u—mﬂw)

We have that there exist ¢; € [t; — o, t1 + ], c3 € [ts — «, t3 + @] such that

lim L/(g) = mfa(cy)b(cs) (w*)™ (c1) — ales)b(es) (uw) ™ (es)] < 0

e—=04

which contradicts the local optimality of L[0].
Theorem 1. If inequalities in (2) are verified and if u* is a locally optimal strategy for
problem P3 then there exists ¢, € [0, 1] such that

{ B, if a(t)b” (1) < alte)b™" (to)
Baw T (to)b™ 7 (to)a” w1 ()67 (8), if a(t)b~1(t) > alto)b~ (to)

Proof. Denote C = maz{a(t)b='(t)(u*)™ 1 (t)|t € [0,1]}, I1 = {ta(t)b~'(t)(u*)™ 1 (t) =
C,t[0,1]} and T2 = [0, 1]\ 1.

First we will show that 12 # &.

Supposing the contrary, we have u*(t) = Cﬁam__—ll(t)bm 1(t) for t € [0,1]. Then (1)
implies

(4)

u*(t) =

S = i / 1 am=1 (¢)bm=1 (t)dt = am=1 (t)bm=1 (¢)u* (¢) / 1 am=1 (£)bmT (t)dt <
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—1 m

< Baws (1)br (1) / ' (e (1)t

whence 2 < am- w1 (¢)bm-1 1 f am- 1 t)bm-1 (t)dt which contradicts (2).

In conclusion I 2 is a nonempty open set in induced topology on interval [0, 1].

If t € I2 then we have a(t)b~'(¢)(u*)™ !(t) < C and from Lemma 1 we find u*(¢) = B.

Let I be a maximal open interval included in 72. Since I1 # & |, I # [0,1] and I has one
of the following forms:[0,¢,), (to, 1) or (o, 1].

Suppose, for example that to ¢ I,. Thusty € I, u*(ty) = B and a(to)b~(tg)B™ ' = C.In
the case when a(t)b=1(t) < a(to)b= (o) then a(t)b='(¢ )(u*) Lt) < alte)d™ (to) (w*)™ L(ty),
whence u*(t) = B.Let t be such that a(t)b=(t) > a(to)b~*(to).

If we suppose that a(t)b=(¢)(u*)™ () < C then u*(t) = B and a(t)b~(¢)(u*)™"(t) >
a(to)b™t(to) (u*)™ (o), which contradicts optimality of C. Hence a(t)b=*(t)(u*)™"1(t) = C
and

uf () = Ot (b (1) = Bam= ()bt (to)amt (£)b7- (1)

We will say that an admissible strategy u is an extremal strategy if there exists t; €
[0, 1] such that u is given by (4). The Theorem 1 states that a locally optimal strategy is an
extremal strategy.

Define the function F' : [0,1] — R,

1

Flt) = /0 b(s)ds + arm (£)b 7T (1) /t o~ 7 ()57 (5)ds (5)

Corollary 1. If inequalities (2) hold and if am=Th”mT is an increasing function, then
there exists a unique ¢y € [0, 1] such that F(t)) = & and the function u : [0, 1] — R given by

B, if 0<t<t
Baﬁ(to)b_ﬁ(to)a_ﬁ(t)bﬁ(t)’ ifto<t<1

is an extremal strategy.
Proof. Let 0 < t; <ty < 1. Then

u(t) =

(6)

1 1

Flty) — F(ty) = / T (5)b7ET (5) (7T (5)bm T () — @ (1)bm T (1)) ds+

t1
1

[ (5) @ ()T () — a7 (1) (1) s,

to

Hence F' is an increasing function and

1 1

F(0) = am(O)b-m(O)/O a_ﬁ(s)b%(s)ds<%,

F) = /Olb(t)ds>%.

Therefore there exists a uniquety € [0, 1] such that F(t,) = 5. Function u given by (6) is
easily seen to be an extremal strategy.
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