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#### Abstract

In this paper, we apply Sumudu Decomposition Method for solving Goursat problems which play very important part in applied and engineering sciences. In addition we apply He's polynomials for non linear terms. Several examples are solved to verify the reliability and efficiency of the method.
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## 1. INTRODUCTION

The Goursat partial differential equation arises in linear and non linear partial differential equations with mixed derivatives. There are many approaches that have been suggested to approximate the solution of the Goursat partial differential equation. This paper is devoted to the study of Goursat problems which are known to arise in a variety of physical phenomenon and applied sciences [1-5]. Several techniques including Runge-Kutta, decomposition, finite difference, finite element, geometric mean averaging of the functional values and variational iteration have been used to investigate these problems, see [1-16]. In a later work Ghorbani et al. [6,9] split the nonlinear term into a series of polynomials calling them as the He's polynomials. The Sumudu transform can be effectively used to solve ordinary differential equations as well as partial differential equations and engineering problems. In this paper, the main objective is to introduce a comparative study of linear and nonlinear Goursat problems by using (SDM).

In this paper we outline a reliable strategy of the Sumudu Decomposition Method (SDM) for solving the Goursat Problems. The Goursat problem arises in partial differential equation with mixed derivatives. The standard form of Goursat problem [5] is

$$
\begin{align*}
& u_{x y}=f\left(x, y, u, u_{x}, u_{y}\right), \\
& u(x, 0)=g(x), u(0, y)=h(y),  \tag{1}\\
& g(0)=h(0)=u(0,0), \\
& 0 \leq x \leq a, 0 \leq y \leq b .
\end{align*}
$$
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## 2. SUMUDU DECOMPOSITION METHOD

Over the set of functions

$$
\begin{equation*}
A=\left\{f(t): \tau_{1}, \tau_{2}>0,|f(t)|<M e^{t / \tau_{j}}, \text { if } t \in(-1)^{j} \times[0, \infty)\right\}, \tag{2}
\end{equation*}
$$

The Sumudu Transform is defined by

$$
\begin{equation*}
G(u)=S[f(t) ; u]:=\int_{0}^{\infty} f(u t) e^{-t} d t, \quad u \in\left(-\tau_{1}, \tau_{2}\right), \tag{3}
\end{equation*}
$$

Theorem 2.1. Let $f(t)$ be in A , and $F^{n}(u)$ denotes the Sumudu transform of the $\mathrm{n}^{\text {th }}$ derivative, $f^{n}(t)$ of, $f(t)$ then for $n>1$,

$$
\begin{equation*}
S_{u}\left[f^{(n)}(t)\right]=F^{n}(u)=\frac{F(u)}{u^{n}}-\sum_{j=0}^{n-1} \frac{F^{j}(0)}{u^{n-j}} \tag{4}
\end{equation*}
$$

Theorem 2.2. The Sumudu transform amplifies the coefficients of the power series function,

$$
\begin{equation*}
f(t)=\sum_{n=0}^{\infty} a_{n} t^{n} \tag{5}
\end{equation*}
$$

by sending it to the power series function,

$$
\begin{equation*}
G(u)=\sum_{n=0}^{\infty} n!a_{n} u^{n}, \tag{6}
\end{equation*}
$$

Derivatives property of Sumudu transform is

$$
\begin{equation*}
S\left[\frac{d^{n} U}{d x^{n}}\right]=\frac{1}{u^{n}} S[U(x)]-\frac{1}{u^{n}} U(0)-\frac{1}{u^{n-1}} U^{\prime}(0)-\ldots-\frac{U^{n-1}(0)}{u} . \tag{7}
\end{equation*}
$$

## 3. METHOD OF ANALYSIS

To mention the basic idea of this method, we consider a general nonlinear nonhomogeneous Goursat Problem of the form

$$
\begin{align*}
& D U(x, t)+R U(x, t)+N U(x, t)=g(x, t),  \tag{8}\\
& U(x, 0)=h(x), U(0, t)=f(t)
\end{align*}
$$

where $D$ is the second order linear mixed differential operator $D=\frac{\partial^{2}}{\partial x \partial t}$, N represent the general nonlinear operator and $g(x, t)$ is the source term.

Taking the Sumudu transform of both sides of Eq. (8), we get

$$
\begin{equation*}
S[D U(x, t)]+S[R U(x, t)]+S[N U(x, t)]=S[g(x, t)] \tag{9}
\end{equation*}
$$

Using the differentiation property of the Sumudu transform and given initial conditions, we have

$$
\begin{equation*}
\left.\left.S\left[U_{x}(x, t)\right]=h(x)-u \$ R U(x, t)+N U(x, t)\right]+u \S g(x, t)\right], \tag{10}
\end{equation*}
$$

Now, applying the inverse Sumudu transform to both sides of Eq. (10), we get

$$
\begin{equation*}
\left.U_{x}(x, t)=G(x, t)+h(x)-S^{-1}[u \$ R U(x, t)+N U(x, t)]\right], \tag{11}
\end{equation*}
$$

Again Taking the Sumudu transform of both sides of Eq. (11), we get

$$
\begin{equation*}
S[U(x, t)]=f(t)+u S[G(x, t)]+u S[h(x)]-u S\left[S^{-1}[u S[R U(x, t)+N U(x, t)]]\right] \tag{12}
\end{equation*}
$$

Now, again applying the inverse Sumudu transform to both sides of Eq. (12), we get

$$
\begin{equation*}
\left.\left.U(x, t)=H(x, t)-S^{-1}\left[u \oint S^{-1}[u \S R U(x, t)+N U(x, t)]\right]\right]\right], \tag{13}
\end{equation*}
$$

where $H(x, t)$ represents the term arising from the source term and the prescribed initial conditions. We represent solution as an infinite series:

$$
\begin{equation*}
u(x, t)=\sum_{i=0}^{\infty} p^{i} u_{i}(x, t) \tag{14}
\end{equation*}
$$

And the nonlinear term can be decomposed as

$$
\begin{equation*}
N U(x, t)=\sum_{i=0}^{\infty} H_{i}, \tag{15}
\end{equation*}
$$

where $H_{i}$ are He's Polynomials of $U_{0}, U_{1}, \ldots U_{n}$ and it can be calculated by formula

$$
\begin{equation*}
H_{i}=\frac{1}{i!} \frac{d^{i}}{d p^{i}}\left[N \sum_{i=0}^{\infty} p^{i} u_{i}\right]_{p=0}, \quad i=0,1,2, \ldots \tag{16}
\end{equation*}
$$

Then Eq. (13) becomes

$$
\begin{equation*}
\left.\left.\sum_{i=0}^{\infty} p^{i} u_{i}(x, t)=H(x, t)-S^{-1}\left[u \oint S^{-1}\left[u \oint R U(x, t)+\sum_{i=0}^{\infty} H_{i}\right]\right]\right]\right], \tag{17}
\end{equation*}
$$

The recursive relation is given by

$$
\begin{align*}
& p^{0} ; U_{0}(x, t)=H(x, t), \\
& p^{n+1} ; U_{n+1}(x, t)=-S^{-1}\left[u S\left[S^{-1}\left[u S\left[R U(x, t)+\sum_{i=0}^{\infty} H_{i}\right]\right]\right]\right], n \geq 0, \tag{18}
\end{align*}
$$

## 4. NUMERICAL APPLICATIONS

Example 4.1 Consider the following homogenous Goursat problem [4]
$u_{x t}=u$,
$u(x, 0)=e^{x}, u(0, t)=e^{t}, u(0,0)=1$,
Taking the Sumudu transform of Equation (19) with respect to " $t$ ", we get

$$
\begin{align*}
& \frac{1}{u} S\left[U_{x}(x, t)\right]-\frac{1}{u} U(x, 0)=S[u]  \tag{20}\\
& S\left[U_{x}(x, t)\right]=e^{x}+u S[u]
\end{align*}
$$

Taking inverse Sumudu transform of Equation (20), we get

$$
\begin{equation*}
U_{x}(x, t)=e^{x}+S^{-1}[u S[u]], \tag{21}
\end{equation*}
$$

Now, taking again Sumudu transform of Equation (21) with respect to " $x$ ", we get

$$
\begin{align*}
& \frac{1}{u} S[U(x, t)]-\frac{1}{u} U(0, t)=S\left[e^{x}\right]+S\left[S^{-1}[u S[u]]\right]  \tag{22}\\
& S[U(x, t)]=e^{t}+\frac{u}{1-u}+u S\left[S^{-1}[u S[u]]\right]
\end{align*}
$$

Taking inverse Sumudu transform of Equation (22), we get

$$
\begin{equation*}
U(x, t)=e^{t}-1+e^{x}+S^{-1}\left[u S\left[S^{-1}[u S[u]]\right]\right] \tag{23}
\end{equation*}
$$

We represent solution as an infinite series:

$$
\begin{equation*}
u(x, t)=\sum_{i=0}^{\infty} u_{i}(x, t) \tag{24}
\end{equation*}
$$

then

$$
\begin{equation*}
\sum_{i=0}^{\infty} u_{i}(x, t)=e^{t}-1+e^{x}+S^{-1}\left[u S\left[S^{-1}[u S[u]]\right]\right] \tag{25}
\end{equation*}
$$

The recursive relation is given by
$u_{0}(x, t)=e^{t}-1+e^{x}$,
$u_{i+1}(x, t)=S^{-1}\left[u S\left[S^{-1}\left[u S\left[\sum_{i=0}^{\infty} u_{i}\right]\right]\right]\right], i=0,1, \ldots$,
Consequently, following approximation obtained,
$u_{0}(x, t)=e^{t}-1+e^{x}$,
$u_{1}(x, t)=-x+x e^{t}-x t-t+t e^{x}$,
$u_{2}(x, t)=-\frac{x^{2}}{2!} t-\frac{x^{2}}{2!}+\frac{x^{2}}{2!} e^{t}-\frac{x^{2}}{2!} \frac{t^{2}}{2!}-x \frac{t^{2}}{2!}-\frac{t^{2}}{2!}+\frac{t^{2}}{2!} e^{x}$,

The closed form solution is given by
$u(x, t)=u_{0}(x, t)+u_{1}(x, t)+u_{2}(x, t)+.$.
$u(x, t)=e^{x+t}$.


Fig.1. Graphical representation of $\mathbf{u}(\mathbf{x}, \mathbf{t})$
Example 4.2 Consider the following homogenous Goursat problem [4]
$u_{x t}=2 u$,
$u(x, 0)=e^{x}, u(0, t)=e^{-2 t}, u(0,0)=1$,
Taking the Sumudu transform of Equation (29) with respect to " $t$ ", we get
$\frac{1}{u} S\left[U_{x}(x, t)\right]-\frac{1}{u} U(x, 0)=S[2 u]$,
$S\left[U_{x}(x, t)\right]=e^{x}+u S[2 u]$,

Taking inverse Sumudu transform of Equation (30), we get

$$
\begin{equation*}
U_{x}(x, t)=e^{x}+S^{-1}[u S[2 u]], \tag{31}
\end{equation*}
$$

Now, taking again Sumudu transform of Equation (31) with respect to " $x$ ", we get

$$
\begin{align*}
& \frac{1}{u} S[U(x, t)]-\frac{1}{u} U(0, t)=S\left[e^{x}\right]+S\left[S^{-1}[u S[2 u]]\right],  \tag{32}\\
& S[U(x, t)]=e^{-2 t}+\frac{u}{1-u}+u S\left[S^{-1}[u S[2 u]]\right]
\end{align*}
$$

Taking inverse Sumudu transform of Equation (32), we get

$$
\begin{equation*}
U(x, t)=e^{-2 t}-1+e^{x}+S^{-1}\left[u S\left[S^{-1}[u S[2 u]]\right]\right] \tag{33}
\end{equation*}
$$

We represent solution as an infinite series:

$$
\begin{equation*}
u(x, t)=\sum_{i=0}^{\infty} u_{i}(x, t) \tag{34}
\end{equation*}
$$

then

$$
\begin{equation*}
\sum_{i=0}^{\infty} u_{i}(x, t)=e^{-2 t}-1+e^{x}+S^{-1}\left[u S\left[S^{-1}[u S[2 u]]\right]\right], \tag{35}
\end{equation*}
$$

The recursive relation is given by

$$
\begin{align*}
& u_{0}(x, t)=e^{-2 t}-1+e^{x}, \\
& u_{i+1}(x, t)=S^{-1}\left[u S\left[S^{-1}\left[u S\left[\sum_{i=0}^{\infty} 2 u_{i}\right]\right]\right]\right], i=0,1, \ldots, \tag{36}
\end{align*}
$$

Consequently, following approximation obtained,

$$
\begin{align*}
& u_{0}(x, t)=e^{-2 t}-1+e^{x}, \\
& u_{1}(x, t)=x-x e^{-2 t}-2 x t-2 t+2 t e^{x}, \\
& u_{2}(x, t)=\frac{2 x^{2}}{2!} t-\frac{x^{2}}{2!}+\frac{x^{2}}{2!} e^{-2 t}-\frac{4 x^{2}}{2!} \frac{t^{2}}{2!}-4 x \frac{t^{2}}{2!}-\frac{4 t^{2}}{2!}+\frac{4 t^{2}}{2!} e^{x}, \tag{37}
\end{align*}
$$

The closed form solution is given by

$$
\begin{align*}
& u(x, t)=u_{0}(x, t)+u_{1}(x, t)+u_{2}(x, t)+. . \\
& u(x, t)=e^{x-2 t} . \tag{38}
\end{align*}
$$



Fig.2. Graphical representation of $\mathbf{u}(\mathbf{x}, \mathbf{t})$
Example 4.3 Consider the following inhomogeneous linear Goursat problem [4]

$$
\begin{align*}
& u_{x t}=u-t  \tag{39}\\
& u(x, 0)=e^{x}, u(0, t)=t+e^{t}, u(0,0)=1
\end{align*}
$$

Taking the Sumudu transform of Equation (39) with respect to " $t$ ", we get

$$
\begin{align*}
& \frac{1}{u} S\left[U_{x}(x, t)\right]-\frac{1}{u} U(x, 0)=S[u-t],  \tag{40}\\
& S\left[U_{x}(x, t)\right]=e^{x}+u S[u]-u,
\end{align*}
$$

Taking inverse Sumudu transform of Equation (40), we get

$$
\begin{equation*}
U_{x}(x, t)=e^{x}-t+S^{-1}[u S[u]], \tag{41}
\end{equation*}
$$

Now, taking again Sumudu transform of Equation (41) with respect to " $x$ ", we get

$$
\begin{align*}
& \frac{1}{u} S[U(x, t)]-\frac{1}{u} U(0, t)=S\left[e^{x}-t\right]+S\left[S^{-1}[u S[u]]\right]  \tag{42}\\
& S[U(x, t)]=t+e^{t}+\frac{u}{1-u}-u t+u S\left[S^{-1}[u S[u]]\right]
\end{align*}
$$

Taking inverse Sumudu transform of Equation (42), we get

$$
\begin{equation*}
U(x, t)=t+e^{t}-1+e^{x}-x t+S^{-1}\left[u S\left[S^{-1}[u S[u]]\right]\right] \tag{43}
\end{equation*}
$$

We represent solution as an infinite series:

$$
\begin{equation*}
u(x, t)=\sum_{i=0}^{\infty} u_{i}(x, t) \tag{44}
\end{equation*}
$$

then

$$
\begin{equation*}
\sum_{i=0}^{\infty} u_{i}(x, t)=t+e^{t}-1+e^{x}-x t+S^{-1}\left[u S\left[S^{-1}[u S[u]]\right]\right] \tag{45}
\end{equation*}
$$

The recursive relation is given by
$u_{0}(x, t)=t+e^{t}-1+e^{x}-x t$,
$u_{i+1}(x, t)=S^{-1}\left[u S\left[S^{-1}\left[u S\left[\sum_{i=0}^{\infty} u_{i}\right]\right]\right], i=0,1, \ldots\right.$,
Consequently, following approximation obtained,
$u_{0}(x, t)=t+e^{t}-1+e^{x}-x t$,
$u_{1}(x, t)=\frac{x t^{2}}{2!}-x+x e^{t}-x t-t+t e^{x}-\frac{x^{2}}{2!} \frac{t^{2}}{2!}$,
$u_{2}(x, t)=\frac{x^{2}}{2!} \frac{t^{3}}{3!}-t \frac{x^{2}}{2!}-\frac{x^{2}}{2!}+\frac{x^{2}}{2!} e^{t}-\frac{x^{2}}{2!} \frac{t^{2}}{2!}-x \frac{t^{2}}{2!}-\frac{t^{2}}{2!}+\frac{t^{2}}{2!} e^{x}-\frac{x^{3}}{3!} \frac{t^{3}}{3!}$,

The closed form solution is given by

$$
\begin{align*}
& u(x, t)=u_{0}(x, t)+u_{1}(x, t)+u_{2}(x, t)+. .  \tag{48}\\
& u(x, t)=t+e^{x+t} .
\end{align*}
$$



Fig.3. Graphical representation of $\mathbf{u}(\mathbf{x}, \mathbf{t})$
Example 4.4 Consider the following inhomogeneous linear Goursat problem [4]

$$
\begin{align*}
& u_{x t}=u+4 x t-x^{2} t^{2}  \tag{49}\\
& u(x, 0)=e^{x}, u(0, t)=e^{t}, u(0,0)=1
\end{align*}
$$

Taking the Sumudu transform of Equation (49) with respect to " $t$ ", we get

$$
\begin{align*}
& \frac{1}{u} S\left[U_{x}(x, t)\right]-\frac{1}{u} U(x, 0)=S\left[u+4 x t-x^{2} t^{2}\right],  \tag{50}\\
& S\left[U_{x}(x, t)\right]=e^{x}+4 x u^{2}-2 x^{2} u^{3}+u S[u],
\end{align*}
$$

Taking inverse Sumudu transform of Equation (50), we get

$$
\begin{equation*}
U_{x}(x, t)=e^{x}+\frac{4 x t^{2}}{2!}-2 x^{2} \frac{t^{3}}{3!}+S^{-1}[u S[u]], \tag{51}
\end{equation*}
$$

taking again Sumudu transform of Equation (51) with respect to " $x$ ", we get

$$
\begin{align*}
& \frac{1}{u} S[U(x, t)]-\frac{1}{u} U(0, t)=S\left[e^{x}+\frac{4 x t^{2}}{2!}-2 x^{2} \frac{t^{3}}{3!}\right]+S\left[S^{-1}[u S[u]]\right] \\
& S[U(x, t)]=e^{t}+\frac{u}{1-u}+4 u^{2} \frac{t^{2}}{2!}-4 u^{3} \frac{t^{3}}{3!}+u S\left[S^{-1}[u S[u]]\right] \tag{52}
\end{align*}
$$

Taking inverse Sumudu transform of Equation (52), we get

$$
\begin{equation*}
U(x, t)=e^{t}-1+e^{x}+4 \frac{x^{2}}{2!} \frac{t^{2}}{2!}-4 \frac{x^{3}}{3!} \frac{t^{3}}{3!}+S^{-1}\left[u S\left[S^{-1}[u S[u]]\right]\right], \tag{53}
\end{equation*}
$$

We represent solution as an infinite series:

$$
\begin{equation*}
u(x, t)=\sum_{i=0}^{\infty} u_{i}(x, t) \tag{54}
\end{equation*}
$$

then

$$
\begin{equation*}
\sum_{i=0}^{\infty} u_{i}(x, t)=e^{t}-1+e^{x}+4 \frac{x^{2}}{2!} \frac{t^{2}}{2!}-4 \frac{x^{3}}{3!} \frac{t^{3}}{3!}+S^{-1}\left[u S\left[S^{-1}[u S[u]]\right]\right] \tag{55}
\end{equation*}
$$

The recursive relation is given by

$$
\begin{align*}
& u_{0}(x, t)=e^{t}-1+e^{x}+4 \frac{x^{2}}{2!} \frac{t^{2}}{2!}-4 \frac{x^{3}}{3!} \frac{t^{3}}{3!} \\
& u_{i+1}(x, t)=S^{-1}\left[u S\left[S^{-1}\left[u S\left[\sum_{i=0}^{\infty} u_{i}\right]\right]\right]\right], i=0,1, \ldots, \tag{56}
\end{align*}
$$

Consequently, following approximation obtained,

$$
\begin{align*}
& u_{0}(x, t)=e^{t}-1+e^{x}+4 \frac{x^{2}}{2!} \frac{t^{2}}{2!}-4 \frac{x^{3}}{3!} \frac{t^{3}}{3!}, \\
& u_{1}(x, t)=-x+x e^{t}-x t-t+t e^{x}+4 \frac{x^{3}}{3!} \frac{t^{3}}{3!}-4 \frac{x^{4}}{4!} \frac{t^{4}}{4!},  \tag{57}\\
& u_{2}(x, t)=-t \frac{x^{2}}{2!}-\frac{x^{2}}{2!}+\frac{x^{2}}{2!} e^{t}-\frac{x^{2}}{2!} \frac{t^{2}}{2!}-x \frac{t^{2}}{2!}-\frac{t^{2}}{2!}+\frac{t^{2}}{2!} e^{x}+4 \frac{x^{4}}{4!} \frac{t^{4}}{4!}-4 \frac{x^{5}}{5!} \frac{t^{5}}{5!},
\end{align*}
$$

The closed form solution is given by

$$
\begin{align*}
& u(x, t)=u_{0}(x, t)+u_{1}(x, t)+u_{2}(x, t)+\ldots \\
& u(x, t)=x^{2} t^{2}+e^{x+t} . \tag{58}
\end{align*}
$$



Fig.3. Graphical representation of $\mathbf{u}(\mathbf{x}, \mathbf{t})$
Example 4.5 Consider the following nonlinear inhomogeneous Goursat problem [4]

$$
\begin{align*}
& u_{x t}=-u^{2}+e^{2 x}+t e^{2 t}+2 e^{x+t}  \tag{59}\\
& u(x, 0)=1+e^{x}, u(0, t)=1+e^{t}, u(0,0)=2,
\end{align*}
$$

Taking the Sumudu transform of Equation (59) with respect to " $t$ ", we get

$$
\begin{align*}
& \frac{1}{u} S\left[U_{x}(x, t)\right]-\frac{1}{u} U(x, 0)=S\left[-u^{2}+e^{2 x}+t e^{2 t}+2 e^{x+t}\right] \\
& S\left[U_{x}(x, t)\right]=1+e^{x}+u e^{2 x}+\frac{2 u e^{x}}{1-u}+\frac{u^{2}}{(1-2 u)^{2}}-u S\left[u^{2}\right] \tag{60}
\end{align*}
$$

Taking inverse Sumudu transform of Equation (60), we get

$$
\begin{equation*}
U_{x}(x, t)=1-e^{x}+t e^{2 x}+2 e^{x+t}+\frac{t^{2}}{2!} e^{2 t}-S^{-1}\left[u S\left[u^{2}\right]\right] \tag{61}
\end{equation*}
$$

Now, taking again Sumudu transform of Equation (61) with respect to " $x$ ", we get

$$
\begin{align*}
& \frac{1}{u} S[U(x, t)]-\frac{1}{u} U(0, t)=S\left[1-e^{x}+t e^{2 x}+2 e^{x+t}+\frac{t^{2}}{2!} e^{2 t}\right]-S\left[S^{-1}\left[u S\left[u^{2}\right]\right]\right] \\
& S[U(x, t)]=1+e^{t}+u-\frac{u}{1-u}+\frac{u t}{(1-2 u)}+\frac{2 u e^{t}}{1-u}+\frac{u t^{2}}{2!} e^{2 t}-u S\left[S^{-1}\left[u S\left[u^{2}\right]\right]\right] \tag{62}
\end{align*}
$$

Taking inverse Sumudu transform of Equation (62), we get

$$
\begin{equation*}
U(x, t)=-e^{t}-e^{x}+x-\frac{t}{2}+\frac{t}{2} e^{x}+2 e^{x+t}+x \frac{t^{2}}{2!} e^{2 t}-S^{-1}\left[u S\left[S^{-1}\left[u S\left[u^{2}\right]\right]\right]\right] \tag{63}
\end{equation*}
$$

We represent solution as an infinite series:

$$
\begin{equation*}
u(x, t)=\sum_{i=0}^{\infty} u_{i}(x, t) \tag{64}
\end{equation*}
$$

and the nonlinear term can be decomposed as

$$
\begin{equation*}
u^{2}=\sum_{i=0}^{\infty} H_{i}, \tag{65}
\end{equation*}
$$

where $H_{i}$ are He's Polynomials of $U_{0}, U_{1}, \ldots U_{n}$ and it can be calculated by formula

$$
\begin{equation*}
H_{i}=\frac{1}{i!} \frac{d^{i}}{d p^{i}}\left[N \sum_{i=0}^{\infty} p^{i} u_{i}\right]_{p=0}, \quad i=0,1,2, \ldots \tag{66}
\end{equation*}
$$

then

$$
\begin{equation*}
\sum_{i=0}^{\infty} u_{i}(x, t)=-e^{t}-e^{x}+x-\frac{t}{2}+\frac{t}{2} e^{x}+2 e^{x+t}+x \frac{t^{2}}{2!} e^{2 t}-S^{-1}\left[u S\left[S^{-1}\left[u S\left[\sum_{i=0}^{\infty} H_{i}\right]\right]\right]\right] \tag{67}
\end{equation*}
$$

Comparing the coefficients of " p ", we get

$$
\begin{align*}
& p^{0} ; u_{0}(x, t)=-e^{t}-e^{x}+x-\frac{t}{2}+\frac{t}{2} e^{x}+2 e^{x+t}+x \frac{t^{2}}{2!} e^{2 t} \\
& p^{i+1} ; u_{i+1}(x, t)=-S^{-1}\left[u S\left[S^{-1}\left[u S\left[\sum_{i=0}^{\infty} H_{i}\right]\right]\right]\right], i=0,1, \ldots \tag{68}
\end{align*}
$$

The closed form solution is given by

$$
\begin{align*}
& u(x, t)=u_{0}(x, t)+u_{1}(x, t)+u_{2}(x, t)+. \\
& u(x, t)=e^{t}+e^{x} . \tag{69}
\end{align*}
$$



Fig.5. Graphical representation of $\mathbf{u}(\mathbf{x}, \mathbf{t})$

## 5. CONCLUSION

In this paper, we applied the Sumudu Decomposition Method (SDM) for solving Goursat problems. The method is applied in a direct way without using linearization, transformation, discretization or restrictive assumptions. The method gives more realistic series solutions that converge very rapidly in physical problems. It is worth mentioning that the method is capable of reducing the volume of the computational work as compare to the classical methods while still maintaining the high accuracy of the numerical result.
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