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Abstract. Stratified sample size which determined in Stratified Random Sampling 

(SRS) with the help of different allocation techniques. The multivariate stratified sampling 

with linear or nonlinear time function can be optimized using generalized model of time 

function. After formulation as generalized model with time function (linear or nonlinear), in 

which the information given that there is only one varying time (time of transportation) and 

different time involved are constants or insignificant. The formulated generalized model was 

solved using different techniques but in present paper we use Lagrange multiplier technique 

to get the optimal solution (i.e. by minimizing the variance) with the involved time constraints. 

The generalized model with time of transportation is derived under optimum allocation and 

other involved time is fixed, when the sample size and its variances for a given time is 

unknown, then different allocation techniques are required for proportionality constant and a 

given time.  

Keywords: optimum allocation; compromise allocation; time functions; sample size; 

proportionality constant. 

 

 

1. INTRODUCTION 

 

 

Sampling technique is one of the best techniques to obtain information from a larger 

population (universe). Utility of this technique is determined by its appropriate application in 

a given context of real life examples. Technical aspects of its application increase the chances 

of accuracy of information obtained. It is believed that this technique may yield almost the 

same result of a survey covered the entire universe. So increasing sample size is not the only 

solution to get accuracy rather sampling technique is the best alternative available. 

For a relatively bigger and diversified universe, it is important to consider the inner 

homogeneity and number while dividing or forming the strata within universe. Each stratum 

should be based on most possible homogenous group that may be called sub-population and 

non-overlapping with each other. From each stratum a fixed number of representatives are 

selected. These selections must be based on some logical and convincing grounds that may 

ensure the representation of all possible diversities within the given strata. In some cases each 

stratum may be divided again in sub-strata depending on the requirement of the study and size 

of the population. The most important thing to be remembered while executing all these steps 
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is the logic and objectives. Each step must have a clear and logical base. The use of this type 

of sampling technique in sample literature requires the solution of basic three types of 

problems as below: 

i) To find the number of strata 

ii) To find the stratum boundaries, and 

iii) To find the sample sizes to be selected from various strata. 

In the literature related with sampling or stratified sampling the main problem is to 

find the size of samples to be picked from each stratum out of different allocation techniques 

like equal, proportional and optimum etc. 

The method that is considered the best is optimum allocation. But in real situations, 

the implementation of optimum allocation is not possible. In present case it seems suitable to 

find near optimal allocation or compromise allocation. In case of multivariate sampling 

problem the optimal allocation method does not give the optimal solution for each variable 

and then researcher need to adapt in solution up to some extent by which the solution gives 

the optimal allocation in some context. 

In the sampling literature the researchers are interested to get high precision of given 

character under study with the help of stratification and reduce the heterogeneity of the 

population as per stratification technique required. 

In [1], the author explained very nicely for the univariate population optimum 

allocation in stratified random sampling literature. Later [2], explained how to determine 

strata boundaries in multivariate situation and also discuss about compromise allocation 

which is not optimal for all characters individually. The time of a character with in different 

stratum may differ in different situations. 

The problem of determining the optimum allocation was formulated as a generalized 

programming problem and solved using Lagrange multiplier technique to minimize the 

variance subject to a given cost [3]. Immense literature is available on the cost of sampling 

surveys, but the time factor involved in it has not been given due importance in the process of 

data collection. It is true that budget is an important aspect in all researches but in some cases 

time acquires the primary importance. Situation may arise where the responses are determined 

by situation and may change if not captured immediately or under the same situation. 

Therefore, in such situations fixation of time becomes more important than budgetary 

allocation. 

The simple form of linear time function is most appropriate to use when a main part of 

the time is about measurements of all units involved. Suppose 0t represents the overhead time 

and ht  is the time of enumerating a character per unit. The total time incurred can be 

expressed as: 





L

h

hhnttT
1

0 ).(  

 

In above equation the time function is Linear and simple in the form of sample size 

and gets the minimum variance estimator by this way. This type of time function is suitable if 

the selection time for each unit from thh stratum is not significantly different.     

In this paper, we considered different allocation techniques using a generalized model 

to get optimum size of allocation and variance for time function as nonlinear by using 

langrage multiplier technique. 

In research methods, the money has acquired the dominant place in deciding samples 

and various techniques to be used. It is of course true, that the cost is the most important 

factor involved in gathering information. Sometimes cost becomes the dominant factor and 

determines all other factors such as time and energy. It happens when a researcher needs to 
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gather information about a social behavior in a given situation which is not static for example 

the behaviour of people during a pandemic or disaster. 

It is accepted truth that behaviors is shaped and get impacted by pandemic or any other 

similar disaster towards social issues. Those impacts don't last beyond a particular period or in 

any case could not maintain its intensity. Therefore, it is important rather essential for any 

researcher who is willing to capture the real impact of such pandemic or behaviour to 

complete the gathering of information within the given limited time or any emergent 

situations such as coronavirus disease (COVID-19) is one of the best examples of such 

situation. In such situations time acquires more important factor than money where a 

researcher has fixed or limited time to gather information. 

The idea is to formulate a generalized model having time function as nonlinear time 

function to get the optimum solution as size of stratum sample for given only one varying 

time (transportation time for enumerating the samples) and other time incurred are constant or 

insignificant. 

 
Table 1. Time required for different activities during the sample survey 

Fixed time 

    (t
0
) 

time for survey planning 

time for colleting basic information of selected filed study (town/village) 

time for listing and selecting households in the villages 

time for development of the survey design 

time for survey management 

time for introducing the purpose for the survey to the selected samples 

time required for the administrative, professional and supervisory personnel 

time for data processing, analysis and presentation of results 

Varying time 

     (𝑡
rh 

) 

transportation time for enumerating the samples (field travel/time to travel between the 

samples etc.) 

 

Nonlinear time function: If we are considering a practical situation then we conclude 

that the number of sampling unit selected and transportation time is not directly proportional. 

For this reason, practically the time function considered is nonlinear in nature.     

When the transportation time is considered as nonlinear then, the time function is as 

follows: 

 




L

h
hrhh

L

h
hv ntnttT

11
0 ,)()(  (1) 

 

If the travel time between units are substantial the time of enumerating a character per 

unit 𝑡ℎ is nearly constant (time for enumerating the individual samples are supposed to be 

equal), hence the time required for enumerating the sample )(
1

ntt h

L

h
he 



which is not varying 

time and can be represented as te . Hence the total overhead time can be represented as (t0 = t0v 

+te ) then the time function of equation (1) can be written as approximately: 

 

.)(
1

0 


L

h
hrh nttT  (2) 

 

Where, 

T total time 

t0 overhead time,  

tℎ time of enumerating  a character per unit 
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𝑛ℎ sample size in various strata 

𝑡rh time of transportation or travel time per unit   

  

The equation (2) can be expressed as: 

)(
1

0 nttT h

L

h
rh





, (3) 

 

Where β be the constant of proportionality defined on a set of real numbers, such that β =1/2  

for a case in which it is only varying travel time rht that is incurred. 

(i) The constant of proportionality indicates the effect on selection of one 

sampling unit in time function from thh stratum.  

(ii) If constant of proportionality is less than 1(   <1), the affected time function 

will be less than one unit in the selection of one sampling unit from the strata.  

(iii) If constant of proportionality is larger than 1(  >1), the affected time function 

will be greater than one unit the selection of one sampling unit from the strata. 

(iv) Constant of proportionality is a constant positive value determined by the 

researcher. 

(v) If the selection time of one unit differs among strata, then it is suggested that 

the time function in equation (3) be used. 

 

 

2. GENERALIZED MODEL OF OPTIMUM STRATIFICATION 

 

 

The optimum solution can be obtained by minimizing either total time or variance of 

the estimate when the other is subject to constraint. The time and variance of a survey are 

major factors of sample allocation to various strata. Most of the surveys are based on a multi 

stage stratified sampling design. 

We either minimize the time for a given variance or minimize the variance of the 

sample mean with respect to time. 

A sample is drawn (by the method of simple random sampling without replacement) 

independently in different strata the variance of the estimate ȳ𝑠𝑡𝑟 is  
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SW
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SW
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Hence, let )( stryV  be the optimization function, given a proportionality constant β, let 

the total time incurred T  be the constraint function. Then we minimize 
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1
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                                   Subject to,  ,)(
1

0 nttT h

L

h
rh



  

1hn . 

Where, 

N             Population size 
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N

N
W

h
h  Stratum weight 

S h
2

    Stratum mean squire 
nh     Sample size of h

th
 stratum 

N h    Population size of h
th

 stratum 

β     proportionality constant 

n     sample size 
 

Using Lagrange multiplier technique, let  

 

])([)(),(
1

0 TnttyVnG h

L

h
rhstrh




 . 

 

Differentiating G with respect to ,nh  
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Setting the above equation to zero 0])([
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Making nh the subject of formula, 
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We know that 



L

h
h nn

1

; and then summing up the equation (6) both side, then the 

equation becomes: 
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From equation (6) & (7) we can deduce that, 
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(8) 
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;
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In the above equation 𝑛ℎ be the size of sample in the h
th

 stratum with given the 

constant  of proportionality β. On replacing the value of 𝑛ℎ from above equation (8) in 

equation (4) we get generalized variance (ȳ𝑠𝑡𝑟) 
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In the above generalized variance shown that there is only one varying time 

(transportation time) and other time incurred are insignificant or fixed given a constant of 

proportionality β. 

 

Remarks: 

(a) Generalized stratum size  for β=1, substituting (β=1) in the equation (8) reduces 

to: 

;
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(b) Generalized variance for β=1, substituting (β=1) in the equation (9) reduces to: 
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3. OPTIMUM ALLOCATION OF SAMPLE SIZE AND VARIANCE 

 

 

We discussed the allocation technique of total sample size n in different stratum, i.e. 

the number of samples that should be taken from the different stratum. The optimum size of 

allocation from different strata can be considered either by reducing the survey time, keeping 

the variance (efficiency) of the estimator to a certain level or by minimizing variance 

(efficiency of the survey) keeping the time of the survey to a certain level. 

The total size of sample n required for the optimum size of sample within strata. The 

solution for the value n depends on whether the sample is chosen to meet a specified total 

time T or to give a specified variance V for stry . 

 

 

 



Determination of optimum sample size… Abrar Ahmad et al. 

ISSN: 1844 – 9581 Mathematics Section 

519 

3.1. CASEI: OPTIMUM VARIANCE WHEN THE TIME IS FIXED 
 

 

If the travel time trh of collecting information from h
th

 stratum is constant for a given 

constant of proportionality β; trh= t,  then the equation (3) reduces to: 
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and when trh= t  then the equation (8) can be written as   
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Substituting the value of 𝑛ℎ of equation (11) in the equation (9), then the equation of 

generalized variance becomes from 𝑉(ȳ𝑠𝑡𝑟)gen to 𝑉(ȳ𝑠𝑡𝑟)opt under optimum allocation for 

fixed time. 
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Where 𝑉(
stry )opt  is the variance of optimum allocation for given the proportionality 

constant β and nh is the size of sample of the h
th

 stratum and t is the constant time. 

For β=1, substituting (β=1) in the equation (12) reduces to: 
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3.2. CASE II: UNKNOWN SAMPLE SIZE FOR A GIVEN TIME 

 

 

For a given constant of proportionality β, the equation (6) can be written as  
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We know that the equation (3) of time function that is )(
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The equation (13) can be re-written as: 
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On substituting equation (15) in equation (14), we get 

 

 ;)(
1

)(
1

)1(22)1(1

)1()1(

22

)1(
0 






























L

h
hjhrh

hjh

rh
h SWt

SW

t
ntT










 

 

 ;)(
1

)1(22)1(1

)1(

22





















L

h
hjhrh

hjh

rh
h SWt

SW

t
n







 
Making ℎ𝛽 subject of formula     

 

 
;

)(
1

)1(22)1(1

0

)1(
22




















L

h
hjhrh

rh

hjh

h

SWt

tT

t

SW
n







 

 
This implies: 
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h W S thjh rh

h

 



    

     
   

    
 

 (17) 

 

For β=1, substituting (β=1) in the equation (17) reduces to: 

 

   

1 2

1( ) , 1.0
1 2 1 2[ ](

1

L
W S th hj rh

hn forT t
L

W S thjh rh
h



 
  

  
 

  
   
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3.3. CASEIII: UNKNOWN SAMPLE SIZE FOR A SPECIFIED VARIANCE 𝐕𝟎 

 

 

The equation (9) can be written as (ȳ𝑠𝑡𝑟)gen=Vo (say) for a given proportionality 

constant β, 

 

1 11 ( 1) 1 ( 1)2 ( 1) 2 ( 1) 2 ( 1) 2 ( 1) 2.0
1 1 1

L L L
V W S t W S t W Sh hj h hj h hjrh rhn Nh h h

                    
     

  

This implies, 

 

1 1 1 ( 1) 1 ( 1)2 2 ( 1) 2 ( 1) 2 ( 1) 2 ( 1) .0
1 1 1

L L L
V W S W S t W S th hj h hj h hjrh rhN nh h h

                    
     

 (18) 

Hence, 

 

1 ( 1) 1 ( 1)2 ( 1) 2 ( 1) 2 ( 1) 2 ( 1)

1 1 .
1 2

0
1

L L
W S t W S th hj h hjrh rh

h hn
L

V W Sh hj
N h

                  
    

 


 (19) 

 

If travel time is constant for a specified variance 𝑉0, then the equation (19) reduces as 

and get the value of n (sample size for a specified variance) 

 

   2 ( 1) 2 ( 1) 2 ( 1) 2 ( 1)

1 1 .
1 2

0
1

L L
W S W Sh hj h hj

h hn
L

V W Sh hj
N h

         
 

 


 (20) 

 

For β=1, substituting (β=1) in the equation (20) reduces to: 

 

   
1 1 ; 1.

1 2
0

1

L L
W S W Sh hj h hj

h hn for
L

V W Sh hj
N h



 
  

 
  

 

 

4. EQUAL ALLOCATION: SAMPLE SIZE FOR A GIVEN TIME T 

 

 

If there is only information is available regarding the size of strata the strata are 

approximately equal sizes, and no information related to the variability or response 

distribution within the strata, then allocation is considered as equal allocation which is best 

choice with researcher. If the researcher decides to make partition into L disjoint group/ 

stratum given a constant of proportionality β. 

Then ,
L

n
nh  from equation (3) of time function that is ( ).0

1

L
T t t nrh h

h

  
   

Substituting nh  as 
L

n
   then ( ) ( ) .0

1 1 1

L L Ln n n
T t t t trh rh rh

L L Lh h h


 


     

    
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Making 
n  subject of formula   ( )0 .

1

L T t
n

L
trh

h


 





 

 

Then,  

1

1

0 ]
)(

[








L

h
rht

tT
Ln  

(21) 

  

The above equation is used to calculate the size of sample. 

For β=1, then substituting (β=1) in the equation (21) reduces to: ]
)(

[

1

0








L

h
rht

tT
Ln  

 

 

5. PROPORTIONAL ALLOCATION: SAMPLE SIZE FOR A GIVEN TIME T 

 

 

The proportional allocation is meant the ratio of stratum sizes equal to sample sizes. If 

we interested to allocate the size of sample based on set proportion for each stratum given a 

constant of proportionality β. 

Then   hhh nWNNnn  , from equation (3) of time function that is 

,)(
1

0


nttT h

L

h
rh

  

Substituting nh  as hnW
 

into 0tT  ; then ,)(
1

0


WnttT h

L

h
rh

  

,
1

0


WtntT h

L

h
rh

  
The above expression may be rewritten as: 

,

1

0





Wt

tT
n

h

L

h
rh






 

Then, 





1

1

0 )(

Wt

tT
n

h

L

h
rh






 
(22) 

 

This is applicable when the sample size for a given time is not known. For β=1, then 

substituting (β=1) in the equation (22) reduces to: 

 

)(

1

0

Wt

tT
n

h

L

h
rh





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6. COMPROMISE ALLOCATION: SAMPLE SIZE FOR A GIVEN TIME T 

 

 

We assume that L
 
homogenous strata are constructed in the desired population. The 

stratum size N h , stratum weight  ,NNhW h   
and sample size nh  of stratum h  where h

=1,2,...,
 

L . The authors [4-5], mentioned a compromise allocation method utilizing convex 

combination of equal allocation (
L

n
nh  ) and proportional methods (   hhh nWNNnn  ). 

The allocation is given as Compromised form 

 

L

n
kn

N

N
k

L

n
knWkn

h
h

comp
h )1()()1()(   (23) 

 

Where, k is a constant in ( 10  k ) range. This method is converted into proportional 

allocation when k=1 and equal allocation if  k=0. From equation (3) of time function that is 

,)(
1

0


nttT h

L

h
rh

  
substituting nh  as 

comp

hn
 
into 0tT  ;  then 

,)(
1

0


nttT comp

h

L

h
rh



,)1()(
1

0













 L

n
knWkttT h

L

h
rh  (24) 

 

After simplification it can be written as: 

 

 

 

 

(1 )
( ) ,

0
1

0 ,

( 1) 1)

1

( )0 ,

( 1) 1)

1

1/
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( 1) 1)

1

Ln kLW khT t trh
L Lh

n T t
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k LWt hrh

h

L T t
n

L
k LWt hrh

h

T t
n L

L
k LWt hrh

h

 














    
        

 
 

 
 






 


 
 

 
  

  
  

 (25) 

 

For β=1, then substituting (β=1) in the equation (25) reduces to: 

 

 

( )0

( 1) 1)

1

T t
n L

L
k LWt hrh

h
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7. CONCLUSIONS 

 

 

The method of Stratification will reduce variance as well as reduce sampling error to 

increase precision. In stratification we reduce the heterogeneity of universe by making 

different strata with high level of homogeneity. Several authors discussed their different 

problem of allocation and no one has taken care of non-linear time function in multivariate 

stratified sampling whether it has an important role in time optimization. 

The purpose of study is to maximize the precision. So, we have formulated a general 

model for time as a variable in nonlinear form and a given constant of proportionality β for 

stratum size of sample and variance if we have only one time as a variable (transportation 

time) and some time included in model are constant or insignificant, if time is constant in each 

stratum and when size of sample for the survey time for a given variance is unknown. 
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